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U.S. policymaking circles increasingly frame 
the topic of technology regulation in terms of 
a “race” with China for global supremacy, with 
critical national security implications. Tech 
executives have warned that regulatory and 
antitrust measures targeting Big Tech would 
impede artificial intelligence (AI) companies 
from out-innovating China, thus undermining 
U.S. national security1; the Trump adminis-
tration scrapped the Biden administration’s 
recently released national security-focused AI 
executive order in large part due to this same 
argument2. And officials in both the Trump and 
Biden administrations and Congress have 
drafted and passed measures to ensure that 
U.S. technology is developed and governed 

with national security objectives front and 
center.3 These objectives have been served 
in the form of export controls,4 investment 
restrictions,5 and efforts to ban Chinese tech-
nologies from the U.S. market.6

There are justifiable national security argu-
ments for these measures. People’s Republic 
of China (PRC) actors do, indeed, weaponize 
the U.S. technology ecosystem in ways that 
undermine American interests, values, and 
national security. This includes the use of U.S. 
venture capital to fund technology companies 
with ties to China’s surveillance and repres-
sion regime, the application of U.S. cloud 
infrastructure to evade export restrictions and 



U.S.-China Technology Competition

2

train AI models that undermine U.S. interests, 
and the potential for social media platforms 
like TikTok to exploit the market openness of 
the United States to gather sensitive data on 
Americans. These are real security risks that 
need to be addressed. 

However, absent a complementary approach 
that considers what Americans want their 
broader technology ecosystem to look like, 
these measures—which are narrowly crafted 
to address specific national security con-
cerns largely limited to one problematic end 
user—will fail to adequately address systemic 
national security problems. The U.S. is long 
overdue for a conversation about what a more 
comprehensive and proactive tech strategy 
should look like. This should include an em-
phasis on transparency, disaggregating mono-
lithic terms like “AI,” safeguarding Americans’ 
domestic data privacy and security, multis-
takeholder collaboration, and a clear articu-
lation of what the U.S. can offer the world in 
AI technologies rather than what it aims to 
prevent. Such a strategy would enhance resil-
ience against exploitation not just from China, 
but from a range of threat actors, strengthen-
ing U.S. security in the long term.

Silicon Valley and China’s Military-Civil 
Fusion Strategy 
In recent years, Silicon Valley investment 
firms have come under fire for funding PRC 
companies that advance China’s technical 
military capabilities and aid in perpetuating 
human rights abuses within the country.7 One 
report released by the House select commit-
tee on the Chinese Communist Party (CCP) 
detailed how billions of dollars of U.S. venture 
capital financing have flowed into Chinese 
companies that had previously been black-
listed by the U.S. government for enabling 
human rights abuses—for example, in the 
Uyghur autonomous region of Xinjiang.8 Fac-
ing backlash, several high-profile U.S.-based 
firms divested from their China operations, 
with Sequoia Capital being one of the most 
notable cases.9 

However, despite the chill in outbound U.S. 
venture capital investment to China in recent 
years,10 U.S. companies are still providing 

funding to Chinese startups with close links 
to China’s military-industrial complex. Indeed, 
even with the best of intentions, these con-
nections can be difficult to escape in China. 
For example, U.S.-based venture capital firms 
Matrix Partners and BlueRun Ventures were 
early shareholders in the AI and robotics start-
up AgiBot (also known as Shanghai Zhiyuan 
Xinchuang Technology Co., Ltd), which was 
founded in February 2023 by former Hua-
wei wunderkind Zhi Hui Jun (known as Peng 
Zhihui).11 In the past few months alone, the 
company has signed strategic cooperation 
agreements to provide digital services and 
core functions for companies like iSoftStone, 
a close partner and digital technology provider 
to Huawei, and iFLYTEK, which is currently 
sanctioned by the U.S. government for its as-
sociations with human rights violations in the 
Xinjiang Uyghur Autonomous Region.12 

Oftentimes, the distinction between commer-
cial and government applications is blurred 
in China, and (as with many countries) there 
has been a well-documented approach by 
the Chinese state to promote technologies for 
dual-use purposes.13 Efforts to address the 
lack of visibility into U.S. outbound investment 
have come in the form of recent rules. For 
example, on Oct. 28, 2024, the Treasury De-
partment issued its outbound investment final 
rule, which outlined restrictions on investment 
activities related to AI, quantum computing, 
semiconductors, and microelectronics.14 The 
move has bipartisan support; several more 
hawkish members of Congress have criticized 
it for not going far enough, proposing an ex-
pansion of the covered areas to include more 
sectors.15  

However, what is often missed in national 
security discussions on this issue is the effect 
of a lack of transparency requirements for 
venture capital firms on reporting potentially 
problematic sources of funding, which makes 
it more difficult for researchers to trace invest-
ment flows. For example, in the United States, 
VC firms are not required to publicly disclose 
information regarding the limited partners 
(LPs) on whose capital contributions they 
often rely. This can lead to problematic loop-
holes.16 Sequoia in particular has come under 
fire for investing in firms that then go on to 



Thibaut

3

subcontract with China’s People’s Liberation 
Army (PLA).17 In 2021, the firm helped to raise 
around $700 million in funding for the PRC-
based AI firm 4Paradigm, which in 2020 re-
ceived a contract from the PLA’s ground force 
to develop a battalion and company command 
decision-making model.18 

The difficulties tracing U.S. venture capital 
funding into problematic sectors of the Chi-
nese technology ecosystem highlight one 
of the core shortcomings of the current U.S. 
approach. While the intent is undoubtedly to 
limit impacts to non-strategic sectors and ap-
plications, narrowly-tailored restrictions issued 
via Executive Order or through rules issued 
by the Committee on Foreign Investment in 
the United States (CFIUS) by their design 
focus on specific problematic end users or 
end uses; as such they often do not map 
neatly onto the complex ecosystem in which 
they are designed to operate. In addition, the 
policy is reactive in that such screening re-
quires a notification or review process initiated 
by the U.S. government. Efforts to enhance 
transparency and disclosure requirements 
for U.S.-based venture capital funds—to both 
government entities and to the public, where 
appropriate19—could go a long way in mitigat-
ing the risks posed by the inherent opacity of 
the Chinese system, and enhancing visibility 
into potentially problematic funding flows into 
China.20

U.S. Cloud Service Providers and    
AI-Powered Threat Models 

Similar to the debate surrounding the mis-
use of U.S. venture capital, the U.S. nation-
al security community has also highlighted 
concerns surrounding PRC companies’ use of 
U.S.-based cloud services to circumvent chip 
restrictions and train AI models for potentially 
nefarious purposes. An August 2024 Reu-
ters investigation of public tender documents 
showed that around a dozen state-linked 
university labs and technology firms sought 
to access AI models and compute through 
Amazon’s AWS and Microsoft’s Azure.21 A 
major concern outlined by national security 
officials is the potential for PRC actors to train 
models that could be used against the United 

States—posing significant cybersecurity risks 
and threats to the American information eco-
system.22 

Other concerns involve cloud services pro-
viding enabling infrastructure for Chinese 
companies to compete with the United States 
in strategic sectors, or to undertake activities 
that undermine U.S. national security inter-
ests.23 In response to these concerns, poli-
cymakers have taken action. For example, in 
January 2024, the Biden administration took 
up a rule from a 2021 Trump administration 
executive order that proposed implementing 
know-your-customer rules for cloud service 
providers, which would require companies to 
verify and report the identities of foreign users 
on their platforms that train large AI models.24 
More recently, the House of Representatives 
passed the Remote Access Security Act, 
which broadens the scope of U.S. export 
controls to include foreign access to cloud 
computing.25 

These actions have been taken in response 
to legitimate concerns, as Chinese AI compa-
nies have already leveraged U.S. compute to 
boost competitiveness and engage in busi-
ness activities that may run counter to U.S. 
values. For example, Aiwei Cloud services is 
an AI-powered video company offering a num-
ber of commercial AI services.26 The company 
uses Amazon’s AWS platform for the software 
side of its Industrial PC (IPC) security video 
products, including video surveillance and 
facial recognition technology, to Chinese firms 
across more than 200 countries, regions, and 
territories—including many involved in the Belt 
and Road Initiative.27 As another example, a 
recent report from Australian think tank ASPI 
mentioned Mobvoi, an AI company founded 
by former Google scientist Li Zhifei,28 and the 
first Chinese company to launch a listing on 
the Hong Kong Stock Exchange based on 
AI-generated content (AIGC).29 According to 
a December 2022 announcement, Mobovi’s 
global deployment of its AIGC digital human 
and voice technology is supported by Ora-
cle Cloud Infrastructure (OCI).30 One of the 
products the company offers is AI-generated 
avatars—including news anchors—through its 
app, Weta365. An ASPI investigation revealed 
that Weta365’s avatars were used in PRC-
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state-linked disinformation campaigns online, 
including in the lead-up to Taiwan’s 2024 
presidential election.31 The former is an exam-
ple of a company operating on cloud infra-
structure within China as provided by AWS’s 
China subsidiary, and the latter is an example 
of a company using cloud services to access 
compute in the United States.

As these examples show, the line between 
private industry’s commercial offerings and 
the state’s geopolitical incentives are easily 
blurred in the Chinese context. Again, how-
ever, this raises questions about the efficacy 
of narrowly tailored national-security-focused 
solutions. While the know-your-customer rules 
may seem to  target  only the most problemat-
ic uses of U.S. cloud infrastructure, the lack of 
understanding about how these laws would be 
enforced in practice—as well as past contro-
versy over the United States’ use of national 
security reasoning to access data stored on 
servers abroad—has given rise to serious 
concerns over the approach.32 Most germane 
to the technical specifications of the restric-
tions themselves, AI researchers have pointed 
out that serious harm can come from threat 
models that use exponentially less compute 
power than the more advanced frontier mod-
els these actions target.33 For example, an 
AI model used for protein sequence predic-
tion, which can be used to develop biological 
weapons, may require only dozens of chips 
(compared to the 30,000-plus needed for 
something like GPT-4) and thus fall well below 
acceptable compute thresholds.34

U.S. Data Broker Firms and PRC               
Intelligence Gathering on Americans 
Another vector of concern for the national 
security policymaking community is PRC 
access to sensitive data on Americans—an 
issue most often discussed in the context of 
U.S. actions against the social media plat-
form TikTok. Multiple national security offi-
cials, from Avril Haines to William Burns to 
Christopher Wray, have warned that TikTok’s 
ability to gather data from Americans—and 
the Chinese government’s legal ability to 
compel the company to provide that data to 
the PRC—presents serious national security 
risks.35 Indeed, China’s 2017 National Secu-

rity Law provides PRC intelligence authorities 
with sweeping powers to compel assistance in 
performing “national intelligence efforts.”36 In 
response, the U.S. government has undertak-
en a range of measures against the app, with 
the most recent being a law passed by Con-
gress requiring its China-based parent com-
pany, ByteDance, to divest from the company 
or face a ban.37 

China’s appetite for data on U.S. persons 
is well documented. In October 2024, the 
Chinese hacking group Salt Typhoon was 
identified as responsible for stealing a huge 
amount of Americans’ metadata via a mas-
sive data breach affecting at least eight U.S. 
telecommunications companies.38 This follows 
a long line of sensitive data breaches, in-
cluding a 2013 hack of personally identifiable 
information (PII) from the Office of Personnel 
Management that affected 22 million Ameri-
cans, including millions of copies of govern-
ment employees’ SF-86 documents,39 hacks 
of hotels and airlines like Marriott and United 
Airlines, and U.S. call records and communi-
cation information from a number of high-level 
politicians and government officials.40 Schol-
ars have written for years about how these 
hacks, supplemented with data purchased on 
the open market, have served as the basis for 
massive databases the PRC government may 
use for intelligence targeting or recruitment, 
among other nefarious activities.41 One such 
company, Shenzhen Zhenhua, reportedly 
maintains a database of millions of data points 
on hundreds of thousands of individuals—
some of whom are high-level politicians—from 
both open and proprietary data sources; the 
company also highlights on its website its 
close customer relationships to PRC intelli-
gence and military services.42 

Indeed, there is no doubt that PRC state enti-
ties see the value in collecting data on Amer-
icans for intelligence purposes. However, the 
proposed actions on TikTok leave open seri-
ous questions on how effectively a ban or di-
vestment would protect Americans’ data from 
exfiltration. The Digital Forensic Research Lab 
previously conducted a technical, policy, and 
legal analysis of the stated national security 
risks posed by TikTok. Our research found 
that TikTok can be said to present a unique 
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risk in terms of its Chinese ownership, in that 
the PRC’s National Intelligence Law gives 
the government broad leeway in potentially 
compelling access to TikTok’s data, including 
on Americans. In addition, even under the 
circumstances of outside control of TikTok’s 
data storage, it would be almost impossible to 
know if Chinese intelligence authorities some-
how maintained a backdoor into these data 
streams.43

At the same time, however, we found that Tik-
Tok’s data collection practices on Americans 
are not outside what is commonly practiced 
by other social media companies, including 
Meta and X. Notably, the data that TikTok can 
provide on Americans pales in comparison to 
what the Chinese government has accessed 
through both its illegal hacking activities and 
what is available legally on the open market 
through U.S. based third-party data brokers. 
In fact, a report from Duke University’s San-
ford School of Public Policy found that, via 
data brokers, it is “not difficult to obtain sen-
sitive data about active-duty members of the 
military, their families, and veterans, including 
non-public, individually identified, and sensi-
tive data, such as health data, financial data, 
and information about religious practices,” 
noting that location data was also available for 
purchase.44 

In response to these challenges, in Febru-
ary 2024 the Biden administration issued an 
executive order seeking to prevent access to 
Americans’ bulk sensitive personal data by 
countries of concern, including Russia, Iran, 
and China, with the final rule issued by the 
Department of Justice on Dec. 27, 2024.45 
While an important step in stemming the flow 
of sensitive data abroad, it applies only to 
certain transactions related to countries of 
concern and focuses only on national se-
curity implications, rather than addressing 
broader rights-related issues. This leaves 
open the ability for the domestic data market 
to continue to develop and sell Americans’ 
bulk sensitive personal data for unscrupulous 
purposes. For example, while the executive 
order and final rule will ban Americans’ ge-
nomic data from being sold to countries of 
concern, it does not ban such data from being 
sold to domestic customers or partner coun-

tries. That the market is still able to flourish 
domestically opens up the possibility of data 
broker companies exploiting backdoors and 
the many exceptions—including, for exam-
ple, those applying to financial data—that 
still undermine Americans’ privacy and data 
security in the long run.46 In addition, a deter-
mined state threat actor could find ways to 
circumvent these restrictions if it really wanted 
to—know-your-customer rules can go only so 
far if China’s intelligence services are the last 
customer in a line of 10 others, each obscured 
by layers of subsidiaries registered abroad.47 
Allowing a domestic market to continue leaves 
open more avenues for exploitation by Chi-
na—or, for that matter, non-state actors like 
dark web scammers. 

Again, a narrow, national-security-oriented fo-
cus on TikTok to address risks in the U.S. data 
ecosystem risks overlooking much broader 
security vulnerabilities and underscores the 
important reality that often—with regard to 
U.S. tech policy—the domestic and foreign 
are inherently linked. The focus on taking 
down TikTok as a means to save American 
data privacy distracts from more impactful 
policy solutions. In short, framing the risks to 
Americans’ data security as a problem that 
can be solved by banning TikTok leaves a 
wider and more consequential swath of Amer-
ican data unprotected and available for pur-
chase and acquisition.

Widening the Aperture on Tech Regulation 
As the examples above illustrate, there are 
serious and legitimate national security con-
cerns surrounding China’s weaponization of 
the U.S. technology ecosystem to undermine 
American interests. Whether it’s U.S.-based 
venture capital firms inadvertently (or, in some 
cases, explicitly) helping to fund Chinese 
technologies that undermine human rights, 
U.S. cloud infrastructure being leveraged by 
PRC actors to train or deploy AI models for 
use in surveillance activities abroad or malign 
information operations, or data purchased 
from U.S.-based data broker firms for use in 
intelligence gathering and targeting, there is 
real cause for concern. These activities de-
mand a response, and the United States has 
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enacted a series of measures—including ex-
port controls, end-use and user restrictions on 
U.S. technology, and laws seeking to protect 
Americans’ data from PRC exfiltration. 

Some industry leaders have claimed that 
regulation will hurt U.S. national security and 
cause China to overtake the U.S. in the “AI 
arms race.” As U.S. policymakers take various 
measures on these issues, it has become ev-
ident that a real conversation is needed about 
the trade-offs between regulating and setting 
standards for the technology industry at home 
while the U.S. seeks to compete abroad.48 

First, the United States needs standards on 
algorithmic transparency for all platforms, not 
just TikTok. On the issue of TikTok, for exam-
ple, the United States has very few transpar-
ency requirements for platform companies 
operating in the country—meaning that plat-
forms do not have to provide any insight on 
algorithmic manipulation, the data collected 
and how it is used, etc.49 Such requirements 
would go a long way in helping researchers, 
policymakers, and everyday Americans better 
understand what is happening to their data, 
beyond and inclusive of TikTok.

In addition, a clearer articulation from the 
government of its stated strategy of protect-
ing a limited set of advanced, “sensitive” 
U.S. technologies with investment and trade 
restrictions—known as “small yard, high 
fence”—should include, for example, how the 
U.S. comes to identify which technologies are 
critical to national security. This would help 
set basic standards and inform thresholding 
conversations for issues like cloud comput-
ing—not just for China, but for other compet-
itors. This requires government transparency 
around what the risks of adversary access to 
these technologies are. Specifying the risks 
enables communities of practice to come 
together to discuss the trade-offs and ave-
nues for collaboration around setting general 
standards around design, deployment, and 
use. This also requires the U.S. government 
to more clearly articulate in its policies what 
technology specifically it is aiming to regulate. 
Much of the current debate treats “AI” as a 
monolithic entity. However, the ecosystem of 
capabilities, applications, and technologies 
that encompass AI are diverse and differenti-

ated. The type of technology or industry mat-
ters. Not all tech is alike, and it cannot all be 
governed the same. We need clarity on this at 
the policy level.

Second, a better tech strategy requires a 
consideration of drivers and outcomes beyond 
those related to national security. Multistake-
holder involvement in conversations on the 
risks, benefits, and regulatory requirements 
for AI-enabled technologies —including from 
technical, industry, government, and non-
profit sectors—is essential. National security 
concerns should not be the sole basis for 
decision-making. Doing so runs the risk of 
“cloak[ing] what are really policy decisions 
as technical decisions,”50 which can limit the 
ability to deploy a more adaptive governance 
framework informed by multistakeholder 
deliberation—an approach that may be more 
appropriate for governing technologies with 
rapidly evolving capabilities.51 For example, 
AI researchers have pointed out the limits 
of compute thresholds, such as those in the 
U.S. Treasury’s current outbound investment 
restrictions, as a viable strategy for regulating 
outbound AI investments. Novel capabilities 
may emerge with massive scaling, and there 
are diminishing returns in performance as 
training compute reaches a certain thresh-
old.52 

Third, with tech, the domestic and foreign 
policy realms are inherently linked, and policy 
approaches should be reflective of this. The 
U.S. requires a stronger focus on achieving 
domestic innovation goals rather than an 
emphasis on preventing adversaries from 
achieving theirs. This includes an articulation 
of what the United States wants for core tech-
nologies like AI, rather than a focus on what 
it is trying to prevent. As the outgoing Secre-
tary of Commerce Gina Raimondo said in a 
recent interview, “the only way to beat China 
is to stay ahead of them.”53 The U.S. needs a 
positive and proactive agenda for technology 
governance to go hand in hand with a more 
threat-based and reactive one. Much of this 
reactivity on the foreign side stems from the 
fact that the United States does not have an 
overarching strategy for domestic tech regu-
lation. On the TikTok issue, for example, there 
is a lack of strategic clarity on how the United 
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States should protect its critical information in-
frastructure amid great power competition; the 
government is also equally limited by a lack of 
federal frameworks—beyond the Committee 
on Foreign Investment in the United States 
(CFIUS)—to protect Americans’ data privacy.54 
Comprehensive federal privacy legislation 
would go a long way in plugging one of the 
most glaring holes in the U.S. data ecosys-
tem: that Americans’ data can be harnessed 
legally and sold on the open web.55 While the 
recent data security regulations provide an 
important stopgap to the flood of Americans’ 
data going abroad, the lack of federal priva-
cy legislation and the domestic data broker 
market leave open potential loopholes and 
workarounds an enterprising threat actor can 
exploit—including the Chinese intelligence 
authorities.56 

This reactive approach also means that what 
the United States is offering the world in terms 
of AI-powered solutions is less visible than 
what it is trying to limit. This is especially det-
rimental given the wariness with which U.S. 
partners and allies are viewing U.S. control 
over the AI boom. Global majority countries 
specifically are increasingly turning to coun-
tries like China for AI-driven solutions to pro-
vide public services to their populations57 and, 
for some, to better engage in surveillance and 
repression.58 And China has been active in 
multilateral fora like the United Nations and 
building coalitions to support its own AI gover-
nance measures.59 If the United States wants 
to compete with China on AI, it must articulate 
its own value proposition. 

In the end, China can serve as a forcing 
function for the United States to drive action 
in areas that are in desperate need of a reg-
ulatory conversation. However, the next step 
must be to articulate what good regulation and 
governance looks like. At its foundation should 
be an overarching tech strategy that con-
nects different industry segments (noting that 
tech is not monolithic) and does so in a way 
that reflects U.S. interests and values. This 
approach will make the U.S. ultimately more 
resilient to the myriad ways bad actors seek to 
exploit the open technology ecosystem. 
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